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Structure of inhomogeneous Lennard-Jones fluid near the critical region and close
to the vapor-liquid coexistence curve: Monte Carlo and density-functional theory studies
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Results for the density profiles of the Lennard-Jones (LJ) fluid subjected to diverse external fields are
presented for the Monte Carlo simulations within the grand canonical ensemble and for the third order and
second order perturbation density-functional approximation (DFA). In all cases, the bulk LJ fluid in the particle
reservoir to which the nonuniform fluid under consideration is connected, is at the conditions situated at
“dangerous” regions of the phase diagram, i.e., near the critical temperature or close to the gas-liquid coex-
istence curve. It is found that the previously investigated third order and second order perturbation DFA for
hard core attractive Yukawa fluid [J. Chem. Phys. 122, 064503 (2005)] can perform successfully also for the
nonuniform LJ fluid only on the condition of high accuracy of the required bulk second order direct correlation
function. The present report further indicates that the proposed third order and second order perturbation DFA
is efficient and suitable for both supercritical and subcritical temperatures.
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I. INTRODUCTION

In recent decades, there has been a considerable interest in
research on the structure and thermodynamics of fluids con-
fined in porous materials. Such studies are of substantial im-
portance for the biological and chemical sciences and for
related technologies as well. Theoretical studies were usually
restricted to idealized physical situations with spherical mol-
ecules confined by the smooth solid surfaces. A general fea-
ture of the structure of the fluid was its spatial inhomogene-
ity characterized by a density profile, which was found to
display distinct oscillations in the domain close to the walls
revealing important packing effects due to the finite size (ex-
cluded volume) of the molecules. The period of the oscilla-
tions equal to the mean thickness of the layers is, therefore,
similar to the molecular diameter. Extensive theoretical work
also included computer simulations that confirmed the layer-
ing structure of the fluid next to the interfaces.

For the computation of the nonuniform density distribu-
tion, a powerful theoretical tool is the classical density-
functional theory (DFT). It represents a conventional frame-
work for such structural studies and is important from both, a
purely academic point of view as well as from the view of
practical applications. Of course, one requires a high accu-
racy of the DFT predictions and simultaneously its applica-
bility to both supercritical and subcritical temperature re-
gimes. However, the majority of the existing density-
functional approximations (DFA) do not comprise these two
advantages at the same time. An exception represents a re-
cently proposed partitioned DFA [1], that treats the tail part
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of the correlation function by employing the second order
functional perturbative expansion approximation (FPEA),
while its hard-core part is treated by utilizing directly a La-
grangian theorem-based hard-sphere DFA. Here the term “di-
rectly” denotes a direct substitution of the hard-sphere corre-
lation functions in the Lagrangian theorem-based hard-
sphere DFA by the hard-core part of the non-hard-sphere
fluid correlation functions. The Lagrangian theorem-based
hard-sphere DFA requires the direct correlation functions
(DCF) for different bulk densities as inputs. The problem is
that there is no numerical solution for the second order DCFs
when the model parameters of the equilibrium bulk fluid are
situated within the gas-liquid coexistence region. For this
reason, the resultant partitioned DFA breaks down for the
bulk phase coexistence regime, even in the case when it
should possess high accuracy due to incorporation of an ad-
justable parameter. One of the fundamental ways of solving
this awkward situation is to employ a hard-sphere DFA,
which in contrast to the Lagrangian theorem-based or other
hard-sphere DFAs, requires only the DCF for a single coex-
istence bulk density as an input. One example of such hard-
sphere DFAs is the hard-sphere third order FPEA based on
an approximate analytical expression for the bulk third order
DCEF [2], the resultant DFA being called the third order and
second order perturbation DFT approach. Its performance for
the nonuniform hard-core attractive Yukawa (HCAY) model
fluid subjected to diverse external fields was investigated in
detail in our previous work [3]. On the basis of a comparison
between the theoretical predictions and simulation data we
found that the third order and second order perturbation DFT
approach could capture the physics of the nonuniform HCAY
model fluid only in the case of high reliability of the im-
ported bulk second order DCF. Therein, the latter function
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was based on the Ornstein-Zernike (OZ) integral equation
supplemented by the mean spherical approximation (MSA)
for the HCAY fluid [4]. The quality of the performance of the
perturbation DFT approach was found to be sensitive to the
values of bulk model parameters stemming from the depen-
dence of the accuracy of the MSA bulk second order DCF on
the bulk density and potential parameters. Accordingly, the
reliability of the perturbation DFT approach was found to
conform to the accuracy of the externally imported bulk sec-
ond order DCF. The high accuracy of the latter is thus of
crucial importance for the successful performance of the
third order and second order perturbation DFT.

In the present work we explore the structural properties of
the Lennard-Jones fluid, which is a prototype model for re-
alistic intermolecular interactions. The LJ model is especially
popular also as a sample model used for critical tests of
statistical mechanical theories. It has received much attention
for years and numerous studies of such systems have been
continuously emerging in the literature. A series of theoreti-
cal studies appeared in a very recent investigation dealing
with both the pure LJ fluid and LJ mixtures in bulk [5,6] or
in confined systems [7]. By a suitable adjustment of the po-
tential parameters it has been employed to describe the phase
behavior [5] and interfacial properties [6] of various real sys-
tems. Further, it has proven to be useful in the description of
various properties and phenomena that take place at solid-
fluid interfaces and in pores [7], e.g., adsorption, interfacial
tension, and wetting.

The first aim of this investigation is to propose the simu-
lation data for the LJ fluid subjected to different external
fields. The inhomogeneous LJ fluid maintains the equilib-
rium with the bulk phase at the conditions referring either to
the supercritical states located close to the critical region or
to the subcritical states located in the vicinity of the gas-
liquid coexistence curve. The resulting simulation data then
offer a strict test for the accuracy of the present third order
and second order perturbation DFT approach as well as for
any future’s DFAs. A second purpose of the present work is
to apply the third order and second order perturbation DFT
approach to nonuniform LJ fluid by employing an accurate
numerical solution for the bulk LJ second order DCF as an
input. According to the conclusions following from the
analysis of the results for inhomogeneous HCAY fluid gath-
ered in Ref. [3], the resultant DFA for the nonuniform LJ
fluid is expected to be reliable due to the high accuracy of
the imported bulk second order DCF. Such features regard-
ing the quality of the performance of the present DFA would
serve as additional firm evidence of the conclusions summa-
rized in Ref. [3].

The details of the model and simulation are described in
Sec. II. In Sec. III, a description of the present third order
and second order perturbation DFT approach for the LJ fluid
is given. Numerical results for a variety of situations are
collected and the performance of the DFT approach is evalu-
ated. Finally, some concluding remarks are summarized in
Sec. IV.

II. SIMULATION METHOD

In this work, as a target model, we employ the Lennard-
Jones potential function, which incorporates the essential
features of real molecules. It is given by
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where ¢ and o establish the energy and length scales of the
potential. In the following the reduced units are used for the
absolute temperature T, T"=kT/e with k being the Boltz-
mann constant.

For the LT model of Eq. (1) we have carried out grand
canonical ensemble Monte Carlo (GCEMC) simulations at a
constant chemical potential u, volume V, and temperature 7.
This set of independent parameters that define the thermody-
namic state of the system made possible the study of equi-
librium between the bulk LJ fluid and that subjected to vari-
ous external fields originating from the presence of various
spatial constrains. For the latter, we have chosen in turn a
hard flat interface, a planar slit consisting of two parallel,
perfectly smooth hard walls, a closed spherical surface mim-
icking a spherical cavity, and finally, a single large hard
sphere. The general features of the GCEMC method are de-
scribed elsewhere [8]. Further, some details peculiar to this
study are discussed in our previous work and we refer the
reader to Ref. [3]. The liquid-gas phase behavior of the pure
LJ fluid was investigated by Potoff and Panagiotopoulos [9].
By using grand canonical Monte Carlo simulations they de-
termined the liquid-vapor coexistence curve and critical
point. The critical parameters of the untruncated LJ potential
were assessed as 7.=1.312 and p.=0.316. We have per-
formed calculations for three sets of reduced temperatures,
the value of the first set being slightly higher, and those of
the latter two sets slightly lower or well below the critical
value 1.312. The ratio between the chosen supercritical tem-
perature and the critical value was approximately 1.008. For
this regime, a broad range of bulk reduced densities ranging
from the value 0.1 to 0.8 has been investigated. The ratios
between the chosen subcritical temperatures and the critical
value were approximately 0.65 and 0.8, respectively. For the
subcritical regimes, however, only narrow 1-phase regions
corresponding either to monophasic gaseous state (low den-
sities) or monophasic liquid states (high densities) could be
explored. For this reason, there are only a few simulation
data presented for these regimes.

III. THIRD AND SECOND ORDER PERTURBATIVE DFT

First, in summary we recapitulate the third order and sec-
ond order perturbation DFT approach [3,10]. The approxi-
mate analytical expression for the bulk third order DCF of
the hard-sphere (HS) fluid is given by [2]

3 Cg)lh)z(pb) 2) 2
C(()h)s(r’rl’r2§Ph) = —(1),5 3 Cgh.g(ro»r§Ph)C(();Zv(ro,r1 iPp)
Cons (py)]
X C(ozh)s(ro,rﬂpb)dro, (2)

where the subscript “hs” denotes the quantities for the HS
fluid. Throughout the text, superscript (n) denotes the corre-
sponding n-order quantities; absence of the subscript O refers
to the nonuniform case, while the presence of the subscript O
refers to the uniform case.
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Functional perturbation expansion of the nonuniform first
order DCF Czls)(r;[p]) for HS fluid around the equilibrium
bulk density p, leads to the expression

CV(r;[p)) = Col(py) + f dri[p(r)) - p,JCEN(

(n 1)vfdrlfdr2""’Jdr”"
n3 -

X H [p(r,,) - pb]COhS(r,rl, cees

m=1

r,_:pp). (3)

Discarding away all of the terms with n>3 in the sum of Eq.
(3) then yields

C(r;[p)) = Ch(py) + j dr[p(r)) - p,]C5);

2
+% f dr, J dr, [T [p(r,,) = py]
m=1

X C(()Siz?v(r’rl’r2§Pb) . (4)

A combination of Egs. (2) and (4) leads to the so-called
hard-sphere third order perturbation DFT approach,

CV(r;[p]) = Ci(py) + f dr'[p(r") = p,]CN(Ir = 1']:p})

1)/

s (Py)
+ ?i’) . 3 831)5(1‘ r ’pb)
2[C0h5 (pb)]

2
X{ f CoL e’ ¥";py)[p(x') = p,ldr’ } dr"”; (5)

where a prime and a double prime denote first and second
order density derivatives, respectively.

In the framework of the partitioned DFT formalism [1]
one splits the bulk second order DCF ng)(r;pb, ...) into the

CV(es[pl, .. ) = COlpps ) + J dr'[p(r") = p,]CH(

2
X{J (()Zh)c(r ;s . ')[P(r')—pb]dr'} dr”.

Further, a combination of Egs. (6)—(12) leads to

c(rs[pl,...)=CMpp, ... ) + j dr'[p(r') = p,]CEL(|r — v

2
X{f Ohc(r r'ipy, .. -)[p(l")—pb]dr’} dr"+j

=C (s ... ) + f dr'[p(r’) - p,]C§
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hard-core part COhC(r Py, ---) and tail part COmll(r Pps---):

CEripps o) = Co(ripps .. )+ CRi(ripys ... ), (6)
where
Conlripp ) =CP3pp ) 1<t
=0 > ey
and
ng)mil(r;pb, ...)=0 < Feu ®
=Cf)2)(r;pb... ) r> rcm.
Further, we have similarly
D(rslpl, ) = Clwslpl, o) + Ci(rslpl, ...) (9)
and
6 (pps ) = Clinlpps ) + Clhuipys o). (10)

Here, the set p,,... stands for the bulk density and potential
parameters. The tail part Cf)ztlil(r;pb, ...) is usually only
weakly dependent on the density argument [1]. This allows
the tail part lel(r Pp» -..) of the nonuniform first order DCF
to be treated by the second order functional perturbation ex-
pansion approximation (FPEA) [1]

tall(r [p] ) = C(()l)m”(pb, e )

).
(1

For the hard-core part, one can directly apply the so-called
hard-sphere third order perturbation DFT approach com-
prised in Eq. (5). Here, the term “directly” means a direct
substitution of the quantities for the HS fluid by the corre-
sponding quantities for hard-core parts in the hard-sphere
third order perturbation DFT approach. After applying di-
rectly Eq. (5) the to hard-core part, one has

[ e - pct,

Cone (P --)

)
Z[Com (Pps - -)]3

f Ohc(r r’ 5Pps - -+ )

(12)

o)

(1)”
+M>J O (" py )
2[ Ohc (pb’ . )]

)

Oh)e (pps ---)

..)+—
[COhc Pb’~~~)]3

f o/w(r i pp, .. )

011202-3



S. ZHOU AND A. JAMNIK

PHYSICAL REVIEW E 73, 011202 (2006)

2
X{J Cg)zh)c(r’,r”;pb, ...)[p(r’)—pb]dr’} dr”. (13)

The coefficient

Chim (P ---)
20 (pye . T

in the last Eq. (13) is used as an adjustable parameter de-
noted by \. Then we finally have

cV(r:lpl. ..)=CMpy. ... ) + f dr'[p(r") - p,]CP (|

_r'

5 Pb> ~~~)+7\(Pb’ )JC(()zh)c
X&fﬁmHJ{IC&@Zﬁmmm)

2
X[p(r") - pb]dr’} dar”. (14)

In our previous works [3,10], Eq. (14) was combined with
the single component density profile given by

p(r) = pp expl— Beou(r) + CV(r:[pl, ... ) = CM(py, ... )}
(15)

used to predict the structure of the HCAY fluid subjected to
diverse external fields. Here ¢, (r) is the external potential
responsible for the generation of the inhomogeneous spatial
density distribution p(r), and 8 is the inverse thermal energy,
B=1/kT, k being the Boltzmann constant and 7 the absolute
temperature. In the present work Egs. (14) and (15) are ap-
plied for the calculation of the density profiles of the LJ fluid
under the influence of different external fields.

The LJ potential u(r) is truncated and shifted at r,, the
resultant potential u;;(r) is given by
wip(r) = wy(r) —wy(ry), r<r.

=0, r=r,.

(16)

The required bulk second order DCF Céz)(r; Pps--.) is ob-
tained numerically from the OZ integral equation

Wr)=h(r) - CP(ripps ...)

=be dl'lh(l‘l)c(()z)(h'_ ripp---) (17)

along with the closure relation
h(r) + 1 = exp{=uj;(r) + y+ B(s)}. (18)

Above, y(r) is the indirect correlation function, s=y(r)
— Bu,(r) is the so-called renormalization indirect correlation
function, h(r)=g(r)—1 is the total correlation function with

g(r) the radial distribution function, and B is the bridge func-
tional specified as follows:

B(s) i =0
= 5=
Y= [ +0.8s] (19)
=—0.5s2, s<0.

The bridge functional Eq. (19) is obtained by substituting a
well-known Verlet-modified (VM) bridge functional with
—0.5s% for s<0 [11], and leaving the VM bridge functional
unchanged for s=0. In spite of the fact that there exist other
more developed bridge function approximations, e.g., those
proposed by Choudhury and Ghosh [12] and by Bomont and
Bretonnet [13], we have still chosen the more simple bridge
function approximation given by Eq. (19) for the following
reasons. When we consider the properties of more complex
fluids, e.g., the effective interactions between the large solute
particles immersed in a molecular solvent, the effective po-
tential between the solute particles is affected by both the
properties of the solvent and those due to the solvent-solute
interactions. For the former case of the simple atomic fluids
there exist, of course, various potentials for the description of
the interparticle interactions. Since it is impossible to pro-
pose the bridge function approximation for each of the indi-
vidual potentials, it is desirable to keep a simple and general
method for the determination of the bridge function for all of
these potentials consisting of the hard-core repulsion and
long range attractive (tail) interactions. The resulting bulk
second order DCF is then sufficient as an input for the
present third order and second order perturbation DFT ap-
proach. Why have we chosen exactly the mathematical form
of Eq. (19)? First, this choice is based on the observation that
the VM bridge function has been tested repeatedly and posi-
tively. The next reason stems from the fact that its single
point in region s <0 leads to a divergence of the numerical
solution, and the term —0.5s? is exactly the leading term in
the Taylor series expansion of many bridge function approxi-
mations such as Percus-Yevick (PY), Martynov-Sarkisov
(MS), and the VM approximation [14]. In fact, the calcula-
tions presented in this work enable one to be convinced that
the bulk second order DCF resulting from the present general
specification of the bridge function, Eq. (19), is sufficient as
an input for the present DFT approach. The expression for
the perturbation part of the potential Bu,(r) is taken from the
Ref. [15]. The adjustable parameter X we determine by a
single hard wall sum rule, similarly as done in our previous
works on HCAY fluid [3,10].

As the HCAY model includes a hard-sphere repulsion in
the interparticle potential of the interaction, it was natural to
set the value for r,,, equal to the diameter of hard sphere. On
the contrary, the LJ potential includes strong soft-core repul-
sion instead of a pure hard-sphere repulsive core, thus giving
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FIG. 1. The theoretical (lines) and simulation (symbols) results
for the density profiles of the LJ fluid near a single hard wall at the
ratio between the actual and critical reduced temperature 7"/ Tj
=0.65 and at different values of the bulk reduced density.

rise to its more elusive treatment (perplexed by a problem of
specifying the equivalent hard-core diameter) than in the
case of other models comprising a hard-sphere core in the
pair interaction potential. For this reason, the LJ model
serves as an even stricter sample potential for testing the
DFA theory than other models.

We investigate several cases of the source for the external
potential. Besides the single hard wall, we treat also a planar
gap, i.e., the two hard walls separated by a distance H, a
spherical cavity surrounded by a spherical hard wall, a large
hard spherical particle, and a bulk LJ particle. The external
potentials due to the presence of these spatial constrains read
in turn

=x z/c<0.5
Pex2) z 20)
=0 05<zo
for a single hard wall,
@o(2) = zld<0.5 0rz/c> Hlo-0.5 (1)
=0 05<z/lc<Hlo-0.5

for a planar slit with two plane hard walls situated at z=0
and z=H, respectively,
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FIG. 2. Same as Fig. 1 but for 7°/T,=0.8.

iT) =% |r/lo| <Rlo
Pex(T) | ‘ (22)
=0 |r/o|>Rlo
for a large hard spherical particle,
i(T) =% |r/lo| > Rlo
Pex(T) | ‘ (23)

=0 |r/o]<Rlo
for a spherical cavity with hard spherical wall of effective
radius R, and

@end(r) = uj3(r) (24)

for a bulk LJ particle. For the latter case Eq. (24), the re-
duced density distribution function p(r)/p, is actually the
bulk RDF g(r) according to the Percus’s test particle method
[16].

First, the adjustable parameter A for each set of param-
eters of the coexistence bulk fluid is determined by the single
hard wall sum rule. The pressure of the equilibrium bulk
fluid required for this purpose is obtained by considering the
contact theorem relating the pressure and the contact density.
For the latter we employ the exact simulation result, the pres-
sure being equal to p(0.50)/B. It means that the parameter A
is adjusted to the value ensuring the equality of the contact
density predicted by the present DFT approach and that ob-
tained by the “exact” simulation method.

The density profiles of the LJ fluid subjected to diverse
external fields at the supercritical temperature 1.008T:f and at
two subcritical temperatures 0.65 T: and 0.80Ti, respectively,
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are presented in Figs. 1-14. For the supercritical regime, the
values of the bulk reduced density cover a broad range from
0.1 to 0.8. Subcritical regime, however, is represented by
only a few values of the bulk density lying in narrow 1-phase
regions of the phase diagram corresponding either to a
monophasic gaseous state (low densities) or a monophasic
liquid state (high densities). In turn, the figures show the
density profiles of the LJ fluid: (i) at a single hard wall (Figs.
1-3), (ii) in the planar gap of width H=30 (Figs. 4-6), (iii)
near a large hard sphere of effective radius R=5.50 (Fig.
7-9), (iv) in a hard spherical cavity of effective radius R
=3.50 (Figs. 10~12), and (v) the radial distribution function
of the bulk LJ fluid (Figs. 13 and 14). In all cases the corre-
sponding values for the adjustable parameter A, obtained for
each temperature and bulk density, are also presented. For
the sake of clarity, the majority of figures are subdivided into
two parts, where the separate parts contain the results for the
same set of the model parameters except the bulk densities.

As can be noticed in Figs. 1(b), 3(b), 4(b), 6(a), 7(b),
10(b), 12(a), 13(a), and 14, the DFT results for the density
profiles or reduced density profiles are missing when the co-
existence bulk fluid is at the conditions corresponding to the
following parameter combinations: (i) p,0°=0.37794,
T*/T:: 1.008 (in the phase diagram, this supercritical state is
located close to the critical point) and (i) p,o~=0.85606,
T"/T,=0.65 (this subcritical state is located in the vicinity of
the gas-liquid coexistence curve). This lack of the theoretical
data stems from the fact that there are no numerical solutions
to the OZ equation for these two sets of parameters even
though the simulation results indicate the thermodynamic
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FIG. 4. The theoretical (lines) and simulation (symbols) results
for the single wall density profiles of the LJ fluid in the planar gap
of width H=30 at the ratio between the actual and critical reduced
temperature 7"/ T:=0.65 and at different values of the bulk reduced
density.

stability of these states. This deficiency, however, is not
caused by the theory itself, but due to the unavailability of
the exact bridge function. The predictions for the phase dia-
gram following from any bridge function approximation in-
cluding the more developed ones, e.g., those proposed by
Choudhury and Ghosh [12] and by Bomont and Bretonnet
[13], certainly do not coincide completely with the phase
diagram being intrinsically associated with the potential
function. Accordingly, some small deviations between the
theoretical and the “true” (referring to simulation) phase dia-
gram always exist. It is therefore possible that some thermo-
dynamically stable states referring to the simulation data fall
into the gas-liquid coexistence region of the phase diagram
resulting from the pure theory. Consequently, the OZ integral
equation provides nonphysical results in such cases.

A careful inspection of the presented local structures of
the LJ fluid near the hard obstacles or in confined systems
leads to a conclusion that the quality of the performance of
the DFT theory depends on the expressiveness of the “inho-
mogeneity” of the system. For this reason, the theory does
the best job in the homogeneous case of the bulk fluid (Figs.
13 and 14), whereas the most pronounced discrepancies be-
tween the theoretical predictions and the simulation data can
be observed in the case of the highest degree of confinement
imposed by the presence of the spherical wall (Figs. 10-12).
A fair to excellent agreement between the DFT and GCEMC
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density profiles near a single hard wall seen in Figs. 1-3
stem also from the fact that the adjustable parameter A is
determined by the single hard wall sum rule, where this pa-
rameter is adjusted to the value ensuring the equality of the
DFT and GCEMC contact densities.

For subcritical temperatures T/ Ti=0.65 and 0.8, and low
bulk density (gaseous state in the phase diagram of the bulk
fluid) the theory performs excellently in the case of a single
wall [Figs. 1(a) and 2(a)], the same being true also in the
case of a large hard sphere as a source of an external field
[Figs. 7(a) and 8(a)]. The agreement between the results for
the structure of the fluid in a planar gap [Figs. 4(a) and 5(a)]
and in a spherical cavity [Figs. 10(a) and 11(a)] obtained by
both methods is slightly worsened in comparison to that for a
single wall, although the theoretical results still agree quali-
tatively with the simulation data. As expected, this disagree-
ment is somewhat more pronounced in the latter case of a
spherical cavity as it represents the most restricted geometry
of the system. For 7"/ T::O.S, where we dispose of the the-
oretical data also for the higher bulk density (the liquid state
in the phase diagram of the bulk fluid), the DFT predictions
deviate from the simulation data in all cases of the external
potentials [Figs. 2(b), 5(b), 8(b), and 11(b)]. The large devia-
tion for these subcritical, high density cases is ascribed to
drying transition. As shown in Figs. 2(b), 5(b), 8(b), and
11(b), magnitude of the density profile is far lower than the
corresponding coexistence bulk density. It is exactly the
large difference between the density profile and the coexist-
ence bulk density that leads to the worsened performance. In
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FIG. 6. Same as Fig. 4 but for f/Ti: 1.008.

fact, all of existing DFT approaches [17] are associated with
this point. In Ref. [17], the predicted drying transition point
deviates so from the simulational one that the percent rela-
tive error is high up to 60. From Figs. 2(b), 5(b), 8(b), and
11(b), one can judge that the present deviation, although ob-
vious, is absolutely not so large as in the case in Ref. [17].
The worsened performance of the presently existing DFT
approaches for a drying transition is due to the expression
appearing

in the density profile equation: fdr’[p(r’)—p,,]C(()zn)m(|r
-r'|;pp,...) for the present case, and -—[dr'[p(r’)
—pp) Bty (It =1"|) (114, is the attractive part of the interac-
tion potential) for the case in Ref. [17]; these two expres-
sions result, respectively, from truncating a series expansion
and a mean field approximation which is also associated with
discarding away higher terms; a large difference p(r')—p,
leads also to large omitted higher terms.

On the contrary, the DFT structure of the bulk fluid for the
same set of parameters still coincides perfectly with the
simulation results [Fig. 13(b)]. A similar judgment about the
performance of the present DFT approach in predicting the
structure of the fluid subjected to various external potentials
can be drawn also from the results referring to the supercriti-
cal temperature 7"/T,=1.008 (Figs. 3, 6, 9, and 12). Again
the theory performs well for a single hard wall (Fig. 3) and
for a large hard sphere (Fig. 9) as spatial constraints, and
somewhat worse for the confined systems of a planar gap
(Fig. 6) and a spherical cavity (Fig. 12). In the latter cases it
is interesting to observe the extent of the deviations of the
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FIG. 7. The theoretical (lines) and simulation (symbols) results
for the density profiles of the LJ fluid near a large spherical particle
of an effective radius R=5.50 at the ratio between the actual and
critical reduced temperature 7"/ T:=0.65 and at different values of
the bulk reduced density.

DFT results from the GCEMC data at different bulk densi-
ties. As seen from Figs. 6 and 12, these deviations are the
most appreciable at the intermediate bulk density (approx.
0.5) and somewhat less pronounced at higher and lower den-
sities (approx. 0.7 and 0.1, respectively). This feature stems
from the fact that the intermediate density corresponds to the
condition of the bulk fluid lying in the most vicinity to the
critical point.

A global observation following from the comparison be-
tween the theoretical predictions and simulation data leads to
a conclusion that although the RDF of the bulk LJ fluid can
be predicted very accurately by the proposed third order and
second order perturbation DFT approach, the results for the
various confined geometries are somewhat worse. Clearly,
the bulk RDF originates from an external field caused by a
bulk LJ particle, which exerts an external potential consisting
of a soft repulsion plus an attractive tail interaction on the
fluid particles. This is exactly the reason for our choice of the
hard external potentials to test the performance of the pro-
posed DFA approach. At a given set of bulk density and
potential parameters, the value of the adjustable parameter A
is determined by a single hard wall sum rule, the same value
of this parameter is then used in the case of other external
potentials. This embodies the universality of the adjustable
parameter A\, i.e., its independence on the particular external
field responsible for the generation of the spatial inhomoge-
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FIG. 8. Same as Fig. 7 but for 7°/T,=0.8.

neous structure of the fluid. In our previous papers [3,10], we
employed the MSA/OZ solution for the required bulk second
order DCF for the HCAY fluid. As the accuracy of this func-
tion changed upon changing the bulk density and potential
parameters, the same was true for the performance of the
resultant DFA. On the contrary, the bulk second order DCF
applied in this study is obtained by the numerical solution of
the OZ integral equation, which is generally more accurate
than the MSA solution for the HCAY model. Consequently,
the resultant accuracy of the predictions for the density pro-
files in the present theoretical study is generally improved in
comparison with the previous case of MSA-based second
order DCF for the HCAY fluid. This fact further illustrates
that the present third order and second order DFA is struc-
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FIG. 9. Same as Fig. 7 but for 7°/T,=1.008.
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FIG. 10. The theoretical (lines) and simulation (symbols) results
for the density profiles of the LJ fluid in a spherical cavity of an
effective radius R=3.50 at the ratio between the actual and critical
reduced temperature 7"/ Tj=0.65 and at different values of the bulk
reduced density.

tured correctly. However, its performance can be excellent
only in the case of high accuracy of the required bulk second
order DCF and pressure of the bulk equilibrium fluid.

IV. SUMMARY

We have calculated the density profiles for the Lennard-
Jones fluid in various confined systems from GCEMC simu-
lations and from the density functional theory formalism.
From a comparison between the theoretical predictions and
the simulation data the following conclusions can be drawn.
The third and second order perturbation DFT approach for
the LJ fluid under the influence of external fields is struc-
tured correctly, the accuracy of the predictions for the density
profiles being assured with an accurate bulk second order
DCF as an input. This argument can be taken rigorously
because we explored some “dangerous” regions of the phase
diagram of the bulk LJ fluid. Two advantages are associated
with the present perturbation DFT approach. The first is its
computational simplicity, and the second its applicability to
both supercritical and subcritical regimes. As the LJ pair po-
tential comprises a highly repulsive soft core instead of a
pure hard-core repulsion, its treatment by splitting the poten-
tial or direct correlation function into hard-core part and at-
tractive tail part is somewhat puzzled regarding the question
of how to determine the hard core diameter. In the present
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FIG. 13. The theoretical (lines) and simulation (symbols) results
for the bulk radial distribution function of the LJ model fluid at two
subcritical temperatures and at different densities. For the reason of
clarity, the data corresponding to individual densities in each sub-
figure are shifted upwards by the factor 0.5.

perturbation DFT approach, the value of r., can simply be
set to the LJ size parameter o. This simplicity will become
more obvious and important when we extend the present
approach to fluid mixtures. When the coexistence bulk fluid
is in thermodynamically stable state, then the solution of the
Ornstein-Zernike integral equation for the bulk second order
DCEF, in principle, always exist. As in the present approach
one needs only the bulk second order DCF of the coexistence
bulk fluid as an input, it is, in principle, applicable to both
the supercritical and subcritical temperatures. In practice,
however, this is not always the case. As shown in the pre-
ceding chapter, there is no numerical solution to the OZ
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for the bulk radial distribution function of the LJ model fluid at a
supercritical state and at different densities. For the reason of clar-
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equation for the two sets of parameters: (i) p,0°=0.377 94,
T/ T:: 1.008 (in the phase diagram, this supercritical state is
located close to the critical point), and (ii) p,o°=0.85606,
T"/T.=0.65 (this subcritical state is located in the vicinity of
the gas-liquid coexistence curve), though the simulation re-
sults indicate the thermodynamic stability of these states.
This deficiency of the theory is caused by the approximation
made in the bridge function. As many interesting phenomena
occur at the conditions corresponding to the near-critical re-
gion and regions close to the gas-liquid coexistence curve,
the problem of obtaining the bulk second order DCF for
these “severe” conditions is of crucial importance and repre-
sents a challenging future theoretical work. For this reason,
there is also additional motivation for an extension of the
present study (focusing on a broad range of temperatures) to
test the applicability of the present theoretical approach for a
series of subcritical temperatures near the critical point (e.g.,
for T/ T: ranging between 0.95 and 0.99). We intend to re-
port on this extension in a separate paper.
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